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Privacy issues in control systems are getting more and more

attention from both industry and research. In recent years,

information technology and artificial intelligence technol-

ogy are being increasingly employed in emerging applica-

tions such as the Internet-of-Things [1], cloud-based con-

trol systems, smart buildings, autonomous vehicles, and 5G

networks. The ubiquitous employment of such technologies

provides more ways for an adversary to access sensitive in-

formation (e.g., eavesdropping on a communication chan-

nel, hacking into an information processing center, or col-

luding with participants in a system); therefore, the risk of

privacy leakage is rapidly increasing. For example, traffic

monitoring systems often collect information using position

sensors from users’ smartphones and release aggregated in-

formation so that users can plan their routes. However, this

practice may reveal users’ positional trajectories and further

disclose details about their driving behavior and frequently

visited locations (e.g., locations of residence and work). In

addition, the consequence of privacy leakage in control sys-

tems is sometimes unbearable. In 2010, the “Stuxnex”

virus invaded the Iranian nuclear enrichment infrastructure,

grabbed historical running information, and conducted a re-

play attack to deceive the monitoring system, which further

resulted in a “kill” to Iran’s centrifuge and greatly post-

poned Iran’s nuclear project [2]. Therefore, privacy security

is of utmost importance for modern control systems.

What information is sensitive for a control system. A

control system generally consists of a controller, a plant,

and a sensor. The control inputs, states, outputs, and dy-

namic parameters of a system are sensitive in some applica-

tion scenarios and therefore require protection from privacy

attacks.

A general definition of privacy security. In order to de-

scribe the privacy issues in control systems, four subjects

need to be specified firstly: the system’s dynamics, the ad-

versary’s ability, the sensitive information, and the public

information. The system’s dynamics, which usually deter-

mines the relationship between sensitive and public infor-

mation, plays a very important role in designing privacy-

preserving mechanisms. The adversary’s ability refers to the

computing power (computationally limited or unlimited, in

terms of time and storage resources) and activity type (pas-

sive adversary and active adversary). There are two types of

passive adversaries: a semi-honest adversary and an eaves-

dropper. A semi-honest adversary refers to a system partic-

ipant that follows the prescribed protocol but tries to learn

the sensitive information of others, while an eavesdropper

refers to an external participant who only wiretaps on com-

munication channels. An active adversary acts arbitrarily

(e.g., changing the transit information if necessary) to learn

the sensitive information. The last two terms describe what

information is of interest to protect and what information

an adversary can learn.

Now, we try to provide a general definition of the privacy

security of a system. A system is said to be privacy-secure if

and only if an adversary cannot distinguish the true value of

sensitive information from its candidate values given public

information. A candidate value is the one corresponding to

the same public information as the true value, and all candi-

date values of this information will be described as a candi-

date set below. This definition is insightful and instructive,

and helps to measure privacy security. For instance, based

on the number of candidate values, the dimension of the

candidate set is proposed to quantify privacy security [3].

Based on the intractability of carrying out such distinguish-

ing processes, computational security and perfect security

are introduced and applied to adversaries with limited and

unlimited computing power, respectively. Moreover, from

the perspective of the correspondence between sensitive and

public information, mutual information can be introduced

to measure the privacy leakage.

How to achieve privacy security in control systems. Up

to now, in the realm of control systems, some methods have

been proposed to achieve privacy security. We now give a

rough classification and description as follows.

• Structure technique. This technique is based on the

standard observability for state reconstruction and input ob-

servability for input re-identification. The candidate sets of

all possible sensitive information constitute a quotient space

of the entire Euclidean space over the unobservable subspace

under the standard additive operation. The bigger the di-

mension or cardinality of the unobservable subspace is, the
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more difficult it will be for an adversary to identify the true

sensitive information. In other words, privacy security is

achieved for a system by mapping more than one element in

the sensitive information space to only one element in the

public information space (i.e., the set of all possible pub-

lic information). Generally, no additional effort is required

to achieve privacy security if a system is unobservable. Al-

though in many cases the system’s structure is fixed, there

are still some special cases in which it is possible to alter

the system’s structure “softly”. For example, by introduc-

ing a virtual state, the algorithm proposed in [4] decomposes

each agent’s state into two substates and obtains a secure

structure against a passive adversary.

• Deterministic transformation technique. A transfor-

mation is a mapping from the sensitive information space

to another mathematical space that can be the same space

of sensitive information. Privacy security is achieved by

preventing the adversary from knowing the exact mapping.

The candidate set of sensitive information is the preimage of

all possible transformations that map to the corresponding

public information. From this point of view, reconstructing

the sensitive information for an adversary is not easier than

identifying which transformation is used.

Frequently used methods include isomorphic (linear or

affine) transformation, homomorphic encryption schemes

(e.g., RSA, ElGamal, and Paillier), and time-varying trans-

formation [5]. Although some encryption schemes like Pail-

lier and ElGamal can transform (encrypt) one plaintext

into different ciphertexts by selecting a different random

parameter, the inverse transformation (decryption) maps

those ciphertexts back on to the same plaintext again. So,

these cryptology-based methods are essentially determinis-

tic. Cryptology-based methods often require a large amount

of computation. While other transformation-based methods

have small computation loads, they are only suitable for

specific systems. For practical application, homomorphic

encryption schemes show great promise and have become

popular in recent years, because they enable ciphertext to

do certain arithmetic operations (e.g., addition or multipli-

cation) without decryption.

Many studies have been done using this type of technique.

For example, isomorphic transformation is introduced in [3]

to solve the privacy issues of a cloud-based optimal control

system. The Paillier encryption scheme has been used for

privacy-preserving distributed optimization [6] and system

identification [7].

• Stochastic obfuscation or perturbation technique. This

type of method introduces randomness to systems. Viewing

the relationship between sensitive and public information as

a mapping, randomness can be introduced to this mapping

by multiplying or adding well-designed noise to the elements

of its domain or codomain. As a result, the correspondence

between sensitive information and public information is no

longer deterministic, even though it was one-to-one before.

Therefore, the candidate set of given sensitive information

corresponding to certain public information is extended and

equipped with a probability distribution. Intuitively, the

mutual information between the sensitive and public infor-

mation is reduced, which improves the privacy security of

the system. However, introducing randomness can degrade

the system performance. Thus, for practical application,

four key questions need to be considered when using this

technique: where to introduce the perturbation, what kind

of perturbation to use, how “much” privacy is needed, and

what impact is brought to system performance.

Differential privacy is one of the most popular methods

in this area. The privacy security degree is quantified by the

privacy budget, which is an index that describes how diffi-

cult it is to distinguish adjacent sensitive information pro-

ducing the same public information in a probabilistic sense.

Differential privacy is conceptually simple in mathematics

and resilient to post-processing, so it has been successfully

applied to privacy issues for control systems, such as state

estimation [8] and distributed consensus [9].

• Other techniques. Other privacy-preserving methods

for control systems include secret sharing, garbled circuits,

and oblivious transfer protocol. Essentially, some of these

methods can be viewed as a combination of the transforma-

tion and obfuscation techniques.

In fact, each technique uses a different method to ensure

the existence of the candidate set and expand the candidate

set as much as possible, and therefore requires different sys-

tem conditions. The structure technique and transformation

technique usually have few requirements on system stability,

but the stochastic obfuscation technique often requires that

the system is sufficiently stable to mitigate the perturbation

effect.

Challenges for privacy security in control systems. Al-

though privacy-preserving methods, especially cryptology-

based methods and differential privacy, have been proposed

for traditional control systems, privacy security in control

systems still faces many challenges.

• Improving efficiency for existing cryptology-based

methods. Many existing studies use a partial homomorphic

public-key encryption scheme to solve privacy issues in con-

trol systems, which requires a large amount of computation

and is also time-consuming. Thus, optimizing the existing

algorithm, designing an efficient homomorphic encryption

scheme, and devising privacy-preserving outsourcing com-

puting mechanism are eagerly desired.

• Applying more tools from cryptology to perform secure

computations in control systems. Other cryptology-based

methods such as fully homomorphic encryption and function

encryption provide new implementation methods of secure

computing. Fully homomorphic encryption supports homo-

morphic addition and homomorphic multiplication simulta-

neously. Functional encryption supports restricted secret

keys that enable a key holder to learn a specific function of

encrypted data but learn nothing else about the data. This

kind of tool has great prospects in solving more extensive

privacy issues in control systems.

• Balancing privacy security and system performance.

Both quantification errors of cryptology-based methods

and randomness introduced by stochastic obfuscation-based

methods can degrade system performance while intensify-

ing privacy security. However, intensifying privacy secu-

rity should not sacrifice too much of the system’s original

performance. Therefore, additional studies regarding the

relationship between these errors and system performance,

especially system stability, should be conducted to design

a better-performing privacy-preserving mechanism. Better

privacy security metrics or perturbation methods (e.g., mini-

batch method) are also needed.

• Realizing privacy security under the existence of an

active adversary. Most of the existing studies investigate

privacy issues assuming a passive adversary. However, an

adversary can be intelligent and run any efficient strategy

to achieve malicious targets while remaining undetected.

How to model an active adversary’s behavior and to design

privacy-preserving strategies is worthy of further investiga-
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tion. For example, a game theory-based method might be

taken into consideration.

• Co-designing privacy-preserving algorithms, software,

and hardware. The computational complexity and timeli-

ness of privacy-preserving methods may limit their practi-

cal application. Devising specific hardware/software to ef-

ficiently realize privacy-preserving algorithms helps to ex-

tend industrial application and promotes research into pri-

vacy security. The development of application-specific in-

tegrated circuits (ASIC) and specific function libraries for

privacy-preserving algorithms might be a good choice in the

future.
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